is a protein chemist’s art. As always, capturing
this art i{n heuristic rules and putting it to use
with an inference engine {s the project’s goal.

The inference engine for CRYSALIS {s a
modiffcation of the SU/X system design described
above. The hypothesis formation process wmust deal
with many levels of possibly useful aggregation
and abstraction. For example, the map 1itself can
be viewed as consisting of "peaks,” or "peaks and
valleys," or "skeleton.” The protein wmodel has
“atoms,” "amide planes,” "amino acid sidechains,”
and even massive substructures such as "helices.”
Protein molecules are so complex that a systematic
generation-and-test strategy like DENDRAL’s isg not

feasibie. Incremental plecing together of the
hypothesis wusing region-growing methods is
necessary.

The CRYSALIS design (alias SU/P) is

described in a recent paper by Nii
1977).

and Feigenbaum

4 SUMMARY OF CASE STUDIES

Some of the themes presented earlier need uo
recapttulacion, but I wish to revisit three here:
generation-and-test; situation => action rules;
and explanations.

h.1 Generation and Test

Aircraft come in a wide variety of sizes,
shapes, and functional designs and they arte
applied im very many ways. But almost all that fly
da 3o because of the unifying physical principle

of 1ift by airflow; the others are described by
exception. So it 1is with intelligent agent
pragrams and, the information processing

psychologists tell
principle of "intelligence” 1is
test. No wonder that 1t
studied in Al researchi

us, vith people. Ove unifying
generation-and-

has been so thoroughly

In the case studies, generation is
manifested in a variety of forms and processing
schemes. There are legal move generators defined
formally by a generating algorithm (DENDRAL’s
graph generating algorithm); or by a logical rule
of inference (MYCIN°s backward chainting). When
legal wmove generatioa 483 not possible or not
effictent, there are plausible move generators (as
t SU/X and AM). Sometimes generation is
tnterleaved with testing (as in MYCIN, SU/X, and
AM). In one case, all generation precedes testing
(DENDRAL). One case (META-DENDRAL) is mixed, with
some testing taking place during generation, some
after.

Test also shows great variety. There are
aimple tests (MYCIN: "Is the organism aerobic?”;
SU/X: "Has a spectral line appeared ac position

P?") Scowe tescs are complex heuristic evaluations
(AM: "1s the new concept ‘interesting’?"; MOLGEN:
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"Will the reaction actually take place?”)
Sometimes a complex test can involve feedback to
modify the object being tested (as in META~

DENDRAL).

The evidence from our case studies supports
the assertion by Newell and Simon that generacion-
and~-test {s a law of our science (Newell and
Simon, 1976).

4.2 Situation = > Action rules

Situation => Action rules are used to

represent experts® knowledge in all of the case
scudies. Alwvays the situation part indicates the
specific conditions under which the rule {s

relevant. The action part can be simple (MYCIN:
conclude presence of particular organiswm; DENDRAL:
conclude break of particular boad). Or it can be
quite complex (MOLGEN: an experieantial procedure).
The overriding consideration in making design
choices {s that the rule form chosen be able to
represent clearly and directly what the expert
vishes to express about the domain. As
{llustrated, this may necessitate a wide varfation
in rule syntax and semantics.

From a study of all the
regularity emerges, A salient feature of the
Situation => Action rule technique for
represencing expert’s knowledge is the modularity
of the knowvledge base, with the concomitant
flexibility to add or change the knowledge ecasily
as the experts’ understanding of the domain
changes. Here too one wnust be pragmatic, not
doctrinaire. A technique such as this can not
represent modularity of knovledge if that
modularity does not exist in the domain. The
virtue of this techoique 1s that it serves as z
framework for discovering what modularity exists
ia the domsin. Discovery may feed back to cause
refornulation of the knowledge toward greater
wodularity.

projects, a

Finally, our case studies have
strategy kanowledge cam be captured in rule form.
la TEIRESIAS, the metarules capture knowledge of
how to deploy domain knowledge; in SU/X, the
strategy rules represent the experts’ knowledge of
"how to analyze” {n the domain.

showa that

4.3 Explasacion

Most of the programs, and all of the more
recent ones, make available an explavcation
capability for the user, be he end-user or system
developer. OQur focus on end-users 1in applications
domains has forced attention to human engineering

issues, in particular making the need for the
explanation capability i{mperative.
The Intelligeat Agent viewpoint seems to us

to demand that the agent
activity; else

be able to
the question arises

explain its
of who {3 in
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control of the agent’s activity. The issue {s not
academic or philosophical. It is an engineering
issue that has arisen in medical and nilitary
applications of {ntelligent agencs, and will
govern future acceptance of Al work {n
applications areas. And on the philosaphical level
one might even argue cthat there 18 a wmoral
imperative to provide accurate explanations to
end-users vhose Intuitions about our systems are
almost nfl.

Finally, the explanation capabilicy s
needed as part of the concerted attack on the
knowledge acquisition problem. Explanacion of the
reasoning process is central to the interactive
transfer of expertise to the knowledge base, and
{t is our most powerful tool for the debugging of
the knowledge base.

5 EPILOGUE

What ve have learned about knowledge
engineering goes beyond what is discernible in the
behavior of our case study programs. In the next
paper of this two-part series, I will raise and
discuss many of the general concerns of knowledge
engineers, including these:

What constitutes an of Al
techniques?

“application"

There i8 a difference between a serious
application and an application-flavored toy
problem.

What are some criterfia for the judfcious
selection of an application of Al techniques?

What are some applications areas worthy of
serious attention by knowledge engineers?

For example, applications to science, to
signal interpretation, and to human
interaction with complex systems.

How to find and fascinate an Expert.

The background and prior training of the

expert.

The 1level of coomitment Cthat cam be
elicited.

Designing systems that "think the way I
do."

Sustaining attention by quick feedback

and incremental progress.

Focusing attention
problems.

to data and specific

Providing ways to express
expert knowledge.

uncertainty of

Appendix C

The side benefits to the expert of his
investment in the knowledge engineering
activity.

Gaining consensus among experts about the

knowledge of a domain.
The consensus wmay be a more valuable
outcome of the knowledge engineering effort
than the building of the program.

Problems faced by knowledge engineers today:

The lack of adequate
computer hardware.

and appropriate

The difficulty of export of systems to
end~users, caused by the lack of properly-
sized and -packaged combinations of hardware
and software

The chronic absence of cumulation
techniques in the form of
that can achieve wide use.

of AL
software packages

The shortage of
engineers.

trained know] edge

The difficulty of obtaining and
sustaining funding for interescing knowledge
engineering projects.
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